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Distributed sensor nodes typically operate under the constraint of limited ener-
gy source, and power consumption is an important factor to extend the lifetime
of sensor systems. Several low-power imagers have been reported for applica-
tion to wireless sensor networks [1,2]. However, the biggest power consump-
tion comes from wireless signal transmission due to the large bandwidth of
image signals [3]. One way to reduce the bandwidth is to generate signals only
when an event happens, by monitoring temporal changes [3-5]. However, this
event-based imaging has extraneous redundancy because the sensor may also
respond to environmental conditions, such as change of illumination or back-
ground movement in addition to actual target objects. 

In this paper, we report motion-triggered object-of-interest (OOI) imaging to
suppress the redundancy in imaging as well as transmission of signals. Most of
the time the sensor is in sleep mode, where it remains until it is triggered by
motion. When it wakes up, it generates and transmits 8b features for object
detection. The signal-processing unit, which resides either in the host or in the
sensor node, performs detection of objects and feeds back a 1b request signal
to initiate further imaging operation if the OOI is identified. Among many feature-
extraction algorithms, we incorporate the histogram-of-oriented-gradients
(HOG) because it gives a high detection rate of objects in simple operation [6].
The HOG feature output requires only 3.5% of the bandwidth of conventional 8b
image capturing. In this work, we implement the HOG feature-extraction algo-
rithm using mixed-signal circuitry to save both power and area. 

Figure 27.1.1 shows the simplified block diagram of three different modes of
operation in the proposed sensor chip. In motion-sensing mode, the sensor gen-
erates a 128×128 1b motion map for motion triggering. The column-parallel
ADCs operate as a 1b motion comparator. Once motion is detected, the sensor
wakes up and turns into feature-extraction mode. In this mode, the sensor gen-
erates and transmits 8b feature signals that are extracted from full 8b 256×256
images. We have SRAM blocks that temporarily store intermediate signals dur-
ing HOG feature calculation. One part of the SRAM blocks is allocated for line
buffers to store 3 rows of images, and the rest is allocated for feature signal
accumulation. In imaging and storing mode, the sensor generates and transmits
8b images upon a request from the host. The SRAM operates as a frame mem-
ory that can store region-of-interest images containing the OOI.    

The overall architecture of the sensor is shown in Fig. 27.1.2. The column-par-
allel 8b single-slope ADCs operate as a 1b motion comparator in the motion-
sensing mode and generate a 1b motion map with frame-difference signals from
the pixel. The pixel array is divided into m×m sub-blocks, where the size of sub-
blocks is fully programmable. A set of histograms is generated in each block to
map the magnitude of spatial gradients in each angle. The processing of feature
signal extraction is as follows: (1) three rows of images are read out and tem-
porarily stored in SRAM; (2) spatial gradients (GX and GY) are calculated with
masking [-1 0 1] and [-1 0 1]T, respectively; (3) a gradient-to-angle converter
(GAC) generates 9 bin numbers that map 9 different angles from 0° to 180°; and
(4) a histogram generator accumulates the magnitude of gradients (|GX+GY|)
corresponding to its angle (θ = tan-1(GY/GX)) calculated from GAC, and stores
them back to SRAM. The accumulated magnitudes are normalized by K in order
to deliver full-scale 8b feature signals.    

Figure 27.1.3 shows the pixel architecture. The pixel employs a reconfigurable
differential topology that enables both source-follower readout and differential
common-source amplification without any additional transistors [1]. Two verti-
cal neighboring pixels share the COM line and connect signals through SIG0 and
SIG1. An in-pixel capacitor CE/O is used as frame-buffer memory for motion
sensing as well as for low-power imaging. The in-pixel capacitor is implement-
ed using an MIM capacitor and placed on top of pixel circuits. Therefore, the
capacitor does not induce any fill-factor loss. Two vertically neighboring pixels

are connected with a merging switch (M) for pixel merging. In the motion-sens-
ing mode, the operation sequence is as follows: (1) Two pixels are merged and
one in-pixel capacitor samples the previous frame signal (V1); (2) the other in-
pixel capacitor samples the current frame signal (V2); (3) a short pulse is applied
to VCOMP(E) and V1 is compared with V2; (4) likewise, another pulse is applied to
VCOMP(O) and two voltages are compared again. When the frame difference 
|V1-V2| is higher than the amplitude of VCOMP swing, a 1b motion output is gen-
erated. For low-power imaging in the feature-extraction mode, the pixel circuit
operates as a pre-amplifier for an 8b single-slope ADC. The integrated signal in
a photodiode is transferred to an in-pixel capacitor in the even pixel, whereas the
odd pixel keeps the reset voltage. A ramp signal is applied to VCOMP(E), and the
latching occurs around the reset voltage. In this scheme, the VGS drop in the
amplification transistors does not induce the loss of signal swing as in the con-
ventional source-follower readout. We used 1.3V for the pixel power supply,
which significantly saves power consumption.             

In the feature-extraction mode, the calculation of angle (θ=tan-1(GY/GX)) involves
complex operations such as division and trigonometric functions. In this work,
we choose a simple mixed-signal approach to avoid a digital implementation that
would consume huge area/power. Figure 27.1.4 shows the gradient-to-angle
converter (GAC). The GAC generates 9-angle information from 0° to 180° in 4b
bin numbers. The 8b gradient signals (GX and GY) are converted to analog sig-
nals using two binary capacitive DACs. When the switch S1 is off, the binary DAC
output is divided by two. One capacitor (C0,1) operates as the part of DAC that
generates the trigonometric function, while the other (C0s,1s) operates as a hold
capacitor that contains the gradient. The gradient is multiplied by tanθ and
1/tanθ in each channel, respectively, according to capacitance values of C20, C40,
C60, and C80. After 2-step comparisons during t3 and t4, the angle information
is encoded into a 4b bin number. 

A prototype chip is fabricated using a 0.18μm CMOS process. Figure 27.1.5
shows the captured images from the fabricated device including a 128×128
image motion map and a 256×256 image from the in-pixel single-slope ADC. A
256×256 angle map shows the angle calculated from the GAC. An 8b feature
from 8×8 blocks is shown with the vector. In this figure, only the two angles that
have the biggest magnitude are shown for simplicity. The performance of the
sensor is summarized in Fig. 27.1.6. To verify the performance of the integrated
feature-extraction unit, we test the object detection from the extracted features
using 200 pedestrian images from DaimlerChrysler dataset [7]. For testing, we
input test images serially into the 8b latch in the column-parallel ADC and gen-
erate features. The test result shows a 94.5 % detection rate. We achieve a nor-
malized power of 13.46pW/frame·pixel in motion sensing, and
51.94pW/frame·pixel in feature extraction. A chip micrograph is shown in Fig.
27.1.7. 
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Figure 27.1.1: Objective-of-interest imaging operation. Figure 27.1.2: Sensor architecture.

Figure 27.1.3: Pixel architecture and equivalent circuits.

Figure 27.1.5: Sample images. Figure 27.1.6: Chip characteristics.

Figure 27.1.4: Gradient-to-angle converter.

27



•  2013 IEEE International Solid-State Circuits Conference 978-1-4673-4516-3/13/$31.00 ©2013 IEEE

ISSCC 2013 PAPER CONTINUATIONS

Figure 27.1.7: Chip micrograph.


